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In this paper the concept of strong uniqueness is extended to non-normal
rational minimization problems. A characterization of those problems which have
strongly unique solutions is given. To obtain this characterization a refinement of
the Kolmogorov criterion is proved. © 19S6 Academic Press, Inc.

1. INTRODUCTION

Let S be a compact Hausdorff space, S i= 0, and define the compact
Hausdorff space T:= {-1, 1} x S. Let B, C: S ~ IR N be continuous
functions such that the set

U:= n {VEIR N
[ <C(s),v»O}

SES

is non-empty. Let y: T ~ IR be continuous non-negative and for
(v, z) EO Ux IR define p(v, z) :=Z.
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For each XE C(S) consider the minimization problem MPR(x).

Minimize p(v, z)

subject to

\-/ n<B(s),v) ) ()
V '/ Y(IJ,sz~lJxs.

(~,s)ET <C(s), v)

A particular case is given by the following.
Let gl' g2'"'' g" hi' h2,·", hmEC(S) be such that

is non-empty and define N:= 1+ m,

B(s) := (gl(S), g2(S),,,., gls), 0, 0,,,., 0),

C(s) := (0, 0,,,., 0, hj(s), h2(s),,,., hm(s)).

As was shown in [3], this particular case contains certain classes of
rational Chebyshev approximation problems, f.e. weighted, one-sided and
unsymmetric problems.

Define the set

{
<B, v) I }V:= <C,v)EC(S) VEV .

A pair «B, vo)/< c, Vo), Zo) E Vx IR is also called a solution of MPR(x),
whenever (vo, zo) is a solution of MPR(x). For each '0 E V we define the
linear subspace

Ho := {VE IR
N Is~s <'o(s) C(s)-B(s), v) =o},

and for each v E IR N let CfJv be the angle between v and Ho.
For each x E C(S) we introduce the sets

{ I
<B(s), v) }

Zx:= (V,Z)EVXIR V IJ <C() v) Y(IJ,s)z~lJx(s)
(~,S)E T s ,

and
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We denote by L the set

{XEC(S) I MPR(x) has a solution}.
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A solution (ro,20) of the minimization problem MPR(x) is called
strongly unique if and only if there exists a constant K 1 := K 1(x) > 0 such
that

V z-zo?::K1({!v'
(V,Z)EZx

(*)

In this paper we characterize those functions x in L such that MPR(x)
has a strongly unique solution (ro, zo). It turns out that the Haar-condition
in a certain finite subset of S is always sufficient for strong uniqueness and
also necessary provided Y(17,S»O for (17,s)ET. We remark that these
results are valid without assuming normality of the function x.

In the normal case (compare Section 5) we prove that condition (*) is
equivalent to the usual definition of strong unicity, i.e.,

V Z-ZO?::K2Iir~rollco
(r,z) E Vx

(** )

where K 2 := K 2(x) > O. It is known that in the non-normal case even with
Haar-condition in S the inequality (* *) is not valid. Thus definition (*) of
strong uniqueness extends the usual one in a natural way.

For rational Chebyshev approximation Cheney and Loeb [5] proved a
strong uniqueness result.of the type

(***)

assuming that x is normal and the Haar-condition is satisfied in S. This
result was later extended by Brosowski [1] to the non-normal case. In
view of Theorem 5.2 and Example 6.2 it is not possible to derive the strong
uniqueness result (**) from (***). A direct proof of (**) was given by
Cheney [4] assuming the Haar-condition in S. Later Loeb [8] estimated
in the non-normal case the difference

Ilx - rll co - Ilx - roll cD

essentially by K4 • ({!o also assuming the Haar-condition in S.
In the proof of the sufficiency part of the strong uniqueness Theorem 4.1

we use a refinement of the Kolmogorov criterion, which in proved in Sec
tion 3. This refinement extends a result of Brosowski [2] in the linear case,
who also used it to characterize functions with strongly unique best
approximations.

Since the Haar-condition in S implies, of course, the Haar-condition in
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any finite subset of S, the various results mentioned above follow from our
results. Also results of Loeb and Moursund [9J and of Taylor [10J for the
case of one-sided rational Chebyshev approximation are included. In
Theorems 4.2 and 5.2 we have strong uniqueness results in the parameter
space which contain results of Cheney and Loeb [6J and Hettich and
Zencke [7].

If condition (*) is satisfied for MPR(x) then we can derive in the case

T c := {(I'/, s) E T I y(I'/, s) > O}

compact a continuity result for the angle ({)v' i.e., there exists a constant
Ks := Ks(x) > 0 such that

for all y in L, where v defines a solution of MPR( y). If x is a normal point,
then we can derive from (**) a continuity result for the metric projection.
We remark that in the case of usual Chebyshev approximation and in the
case of one-sided approximation the set T c is always compact.

We introduce some definitions and notations. For each roE V define the
linear space

Choose a basis ({)l' ({)Z, ..., ({)d of 2(ro) and define for each t= (1'/, s) in Tthe
vectors

G(t) := G(I'/, s) := I'/(({)I(S), ({)z(s), ..., ({)As)).

A subset MeT is said to be critical (with respect to ro in V) iff

For each (ro, zo) E vx IR, Zo > 0, define

M o := {(I}, s) E T II}(ro(s) - x(s)) = Y(I'/, s)zo}.

A signature on S is a continuous mapping defined on a closed subset of S
into { -1, I}. In the following we assume that x ¢ V and that

V y( -1, s) + y(1, s) > O.
SES

We define a signature eo by setting eo(s) = 1'/ for each (I}, s) E Mo. A
signature e is said to be critical iff

{ (e(s), s) E Tis E DOM (e) }
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VEH
Ilvll ~ 1

is a critical subset of T. A critical signature is called primitive, if it does not
contain properly any other critical signature. We denote by A o the set of all
primitive critical signatures contained in 1>0'

For each signature I> define the linear space

V(I»:={VEIR N
! V <ro(s) C(s)-B(s), V)=O},

sEDOM(e) -'

and for each v E IR N let <Pv(c) denote the angle between v and V(e). Further
define

and

Using Theorem 1.3 and Lemma 4.2 of [3] we have

THEOREM 1.1. If (ro, zo) is a solution of MPR(x), then Co is a critical
signature.

This theorem implies that the sets A o, Fo, and So are non-empty
provided (ro, zo) is a solution of MPR(x). In this case we denote the
restriction of 1>0 to So by So.

2. A LEMMA

LEMMA 2.1. Let A be a non-empty bounded subset of IR N such that

V inf <v, w) <0,
VEH\{O} WEA

where H:= span(A).
Then there exists a constant K> 0 such that

V inf <v, w) ~ -K livill/Jv,
vElRNWEA

where l/Jv denotes the angle between v and H-l.

Proof By hypothesis, we have

V'P(v):=inf<v,w)<O.
WEA
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Hence there exists IX > 0 such that

'JI(v) ~ -IX

for each v E H with Ilvll = 1. If not there exists a sequence (v n ) contained in
H such that Ilvnll = 1, 'JI(v n ) --+ 0, and Vn --+ va. Since 'JI(vo) < 0 there exists
woEA such that <vo,wo><O. Consequently,

for n large enough. For n --+ 00 we obtain

which is a contradiction. By homogeneity, we have

V inf <v, w> ~ -lXllvJI.
VEH WEA

Now consider vE[RN and let P(v) be its orthogonal projection onto H~.

Then v - P(v) E H. Thus

inf<v, w> =inf<v-Pv, w>

~ -IX Ilv - Pvll

= -IX Ilvll sin ljIv

~ -K Ilvllljlv,

with a suitable real number K> O. I

COROLLARY 2.2. Let A be a non-empty bounded subset of [RN such that
oE con(A) and 0 ¢ con(A) for each A ~ A.

Then there exists a constant K> 0 such that

V inf <v, w) ~ -K Ilvllljlv,
DE [RN WE A

where ljIv denotes the angle between v and H~ := (span A)~.

Proof The assumptions of the corollary imply that A is a finite set, say

A = {Wi, w2
, ..., wk }.

Since O¢con(A) for each A ~ A, there exist Pi' P2,"" Pk>O such that
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and

Choose v E H\ {O}. Then the last equation implies

PI (v, Wi) + P2<V, w2) + .. , + Pk<V, wk ) = O.
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Since v E Hand Pi> 0, at least one product <v, wi) is different from zero.
Consequently

V inf <v, w) < O.
VEH\{Oj WEA

Now apply Lemma 2.1. I

COROLLARY 2.3. Let A be a non-empty bounded subset of [RN and
(A,JAEA be a family of subsets of A such that A = UA;, and for each AE A

oE con(A),) & 0 ff con(AJ

Then there exists a constant K> 0 such that

(a) VVE~NinfwEA<v,w)~-Kllvlllj;v,

(b) VVE ~N infwEA <v, w) ~ -K Ilvll SUPAE/! lj;~,

where ljJ~ denotes the angle between v and H} := (span A;)~.

Proof By Corollary 2.2, there exists for each AE A a constant K A > 0
such that

V inf <v, w) ~ inf <v, w) ~ -KA IlvllljJ~.
v E [RN W E AWE AI..

Consider vEH:=span(A), V#O. Since vffH~ and H~=n;.EAH} there
exists AEA such that v E Ht. Hence lj;~ > O. Consequently, we have

V inf <v, w) <0.
veH weA
v#O

Applying Lemma 2.1, we obtain (a).
Since H~ c H}, we have lj;~ ~ lj; v for each AEA, and (b) follows

immediately. I
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3. REFINED KOLMOGOROV CRITERIA

In the following we use the abbreviation

w:=roC-B,

where ro is a fixed element of V.

LEMMA 3.1. Let Ii be a primitive critical signature for ro E V. Then

oEcon{li(s) W(S)E [RN I sEDOM(e)}

and

01: con{ Ii(S) w(s) E [RN I SEF}

for each F ~ DOM(e).

Proof Let DOM(Ii) =: {Sl, S2, ..., Sk}. Then there exist real numbers
OC 1 , OC 2 , ••. , OCk>O such that

k

I OC;Ii(S;) <pis;) = 0,
;=1

j= 1, 2, ..., d. Since each coordinate of w is an element of 2(ro), we have
also

k

I OC;Ii(S;) W(S;) = 0,
;~1

which implies

oEcon{ Ii(S) w(s) E [RN Is EDOM(Ii)}.

Suppose there exists a subset Fr::;;; DOM(e) (we can assume F=
{Sl,S2, ...,Sn}, n<k) and real numbers Pl>P2, ...,Pn>0 such that

n

I p;e(s;) w(s;) = O.
;=1

Since

we have
n

I p;Ii(S;) h(s;) = 0
;~1
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for each hE 2(ro)' In particular, we have

n

:L p;8(S;) <fJj(s;) = 0,
;~1

j= 1, 2, ..., d or
n

:L p;G(8(S;), s;) = 0,
;~1

i.e., the restriction of 8 to the set F is critical. I
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THEOREM 3.2 (Local Kolmogorov criterion). Let (ro, zo) be a solution
of MPR(x). Then there exists a constant K>°such that

(a) "if min 80(s)<ro(s) C(s) - B(s), v):( -K Ilvll <fJJeo);
VE~N sEDOM(eol

(b) "if min 80(s)<ro(s) C(s)-B(s), v):( -K Ilvll sup <fJJe).
VE~N sEDOM(eol eEAo

Proof The non-empty set

is bounded, since it is contained in the compact set

By definition of So we have

e EAO

where

By Lemma 3.1 and by Corollary 2.3 there exists a constant K> 0 such
that

(a) V min 80(s)<ro(s) C(s)-B(s), v)
VE~N sEDOM(eol

:( inf 80(s)<w(s),v):( -Kllvll <fJJeo);
SE DOM(eol

(b) V min 80(s)(ro(s)C(s)-B(s),v)
VE~N sEDOM(eol

:( inf 80(s)<w(s), v):( -K Ilvll sup <fJv(e). I
sEDOM(eol eEAo

640/46/4-3
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THEOREM 3.3 (Global Kolmogorov criterion). Let (ro, zo) be a solution
of MPR(x). Then there exists a constant K1 > 0 such that

(b) V min 60(s)(ro(s)-r(s) < -K1 sup 47v(6),
rE V SEDOM(BO) BEAo

where VE U is such that r= <B, v)/<C, v).

Proof Let sEDOM(60 ) be such that

60(S)<W(s),v)= min 60(s)<ro(s)C(s)-B(s),v).
SEDOM(BO)

Then, by using Theorem 3.2 we have

min 60(s)(ro(s) - r(s))
SE DOM(BO)

. 60(s)<ro(s) C(s)-B(s), v)
= mIn

<C(s),v)

60(5)<ro(5) C(s) - B(s), v)
~--=::..:.-.:.......:-.::.:.....:.-......:......~--:.....:..:.--:....

(C(S), v)

,< _ K Ilvll 47v(80) _. -K (8)
"" IIClloo Ilvll -. 147v 0,

which proves (a).
Since V(80)C V(s) for each 6EAo, we have 47v(80);;~47v(6),which implies

(b). I

Remark. Instead of estimating (C(s), v) by IIClloo '11vll we could have
used the sharper estimate (C(s), v) < II CII 00 • II vii, where vE IR N is defined
by

:=0

if Ci#O

if Ci=O,

i = 1, 2,..., N. This would imply also the sharper estimate

in the sufficiency part of Theorem 4.1.
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In the case of linear problems the refined Kolmogorov criterion can be
stated in a more simplified way. Consider the particuar situation

B(s):= (gl(S), g2(S)"", gl(S), 0),

C(s) := (0, 0,..., 0,1),

where gl' g2,'''' gl are linearly independent functions of C(S). Then for
each x E C(S) we have the linear problem MPL(x).

Minimize p(v, v) :=z

Subject to

V 1J(L:~~IVigi(S) X(S))~Y(1J'S)z.
(~,s) E T V I + I

For any signature 6 we introduce the linear subspaces

VL (6):={bEIR
I

! V t biglS)=O}
SE DOM(e) i~ I

and

VR(6):={VEIR I
+

I
I V (B(S),V)=o}.

SE DOM(e)

Let I: IR I~ IR I + 1 be the injection defined by

V /(b):= (b, 0),
bE [R'

Then we have

(*)

Let PR: 1R1+ 1~ VR(6) and P L: 1R1~ VL(6) be the projections associated
with the spaces VR(6) and VL(6), respectively. Then we have

To prove this relation choose an element bE IR I
. Then we have

V (b-PLb, u) =0,
UE VL(e)

which is equivalent to

V (/(b) -/0 Pdb), v> = 0.
VE I(VL(e»)
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By (*) we also have
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V <I(b) - loPdb), v) = o.
VE VR(e)

Hence Io PL(b) is the projection of I(b) onto VR(B), i.e., PRo 1= loPL'

THEOREM 3.4. (Refined linear Kolmogorov criterion). Let (go, 2 0 ) be a
solution of MPL(x). Then there exists a real number K2 > 0 such that

(a) V min Bo(S) g(s) ~ -K2 II gil <Xl' 8g (eo)
gE V sEDOM(eo)

(b) V min Bo(S)g(s)~ -K2 1Igll<Xl' sup 8g(B),
gE v SEDOM(eo) "EAO

where 8g (B) denotes the angle between VL(B) and b, g= 2:;=1 bi gi'

Proof We can assume go = O. Let g = 2:; ~ 1big i be given. By using
Theorem 3.2 with v = I(b) + e,+ 1 we have for a suitable K 3 > 0

min Bo(S) g(s)
sEDOM(eo)

~ -K3 III(b) + e,+ 111 sin lpv(eo)

= -K3 III(b) + e,+ 1 - PR(I(b) + e,+ dll
= -K3 1II(b)-PRoI(b)11

= -K3 III(b)-IoPdb)11

= -K3 lib - PL(b )11 = -K3 Ilbll sin 8g (eo)~ -K2 II gil <Xl 8g (eo),

which proves (a).
Statement (b) follows from (a) by using the fact 8/eo)::;~ 8g (B) for each

BE A o· I

4. A NECESSARY AND SUFFICIENT CONDITION
FOR STRONG UNIQUENESS

For each ro= <B, vo)/< C, vo) in V the linear subspace

has dimension N - d. In fact, define the linear mapping F: ~N ---* C(S) by
setting

V F(v):=<roC-B,v).
DE ~N
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Then we have KER(F) = H o and IM(F) = 2(ro), which proves
N=dim Ho+d.

THEOREM 4.1. Let (ro, zo) be a solution ofMPR(x). Consider the follow
ing conditions:

(a) There exist points SiESO, i= 1, 2, ... , d, such that the vectors

i = 1, 2, ..., d, are linearly independent.

(b) There exists a constant K:= K(x) > 0 such that

\j z~zo+Kcpv'
(V,Z)EZx

Then (a) => (b). Moreover, if y(ry, s) > 0 for all (11, s) E T then we also have
(b) => (a).

Proof (a)=>(b). We show that H o= V(eo). The inclusion Hoc V(eo) is
clear. On the other hand there exist signatures 8 1,82 "", 8 k in A o such that

k

{Sl, S2,'''' Sd} c UDOM(8;).
i~ 1

The linear subspace

H# := {v E [RN I (ro(sJ C(sJ - B(sJ, v) = 0, i = 1, 2, ..., d}

has dimension N - d and contains V(eo). Thus we have

Since dim H o = N - d, we have

Consequently we have CPv = cpJeo) for each v E [RN.

Let (v,z) be in Zx and let r=(B,v)/(C,v). By theorem 3.3(a) there
exist K1> °and a pair (80(S), s) EM o such that
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Then we have
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which implies

Ilyll oo(Z - ZO);?: y(eo(s), s)(z - zo)

;?: eo(s)(r(s) - x(s)) - eo(s)(ro - x(s))

= -eo(s)(ro(s) - r(s))

;?: K j ({Jv(So),

z - zo;?: K({Jv

where K:=Kdllylloo'

(b )~ (a). Consider

Sj :=span{ro(s) C(s)-B(S)E [RN ISESo},

let d j := dim Sj and assume by contradiction d j < d. Since dim Sf =
N-dj, dim Ht =d, and d-dj>O, we have

dim(Sf n Ht);?: 1.

Now we claim that we can choose v ESf n Ht, v # 0, such that

V eo(s)<B(s)-ro(s) C(s), v) ~o.
(eo(s).s) E Mo\ro

If not, there exists for each v ESf n Ht, v # 0, a point (eo(s), s) EM o\ro
such that

where we have used the abbreviation

y(s) := B(s) - ro(s) C(s).

Consequently, the convex hull of the linear functionals

(eo(s),s)EMo\ro, defined on HtnSf has a non-empty interior. If not,
there exists x* E (Ht n Sf)* orthogonal to x; for all (eo(s), s) EMo\ro. So,
for some v EHt n st we would have

v 0= <xi, x*) =x;(v)
(eo(s),s) E Mo\ro

=eo(s)<y(s), v),



STRONG UNIQUENESS

which is impossible. Further we claim
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If not, there exists an element vE(StnH~)\{O} such that for all
elements

aEcon{X:E(StnH~)* I (£o(s),s)EMo\To}

we have <a, v) :( 0, which implies

£o(S)<y(S), v):(O

for all (£o(s), s) EMo\ro.
Consequently, there exist real numbers

and points

such that T I + T2 + .,. + Tk = 1 and

By assumption, there exist d l points PI' P2,'''' Pd\ in So such that the set
of vectors

is linearly independent. Choose a finite number signatures

such that

n

{PI' P2,'''' Pd\} C U DOM(sJ
i=l

Denote the points in UDOM(s;) by PI' P2"'" Pm' Then there exist real
numbers PI' P2,'''' Pm>O such that

m

I PiG(SO(Pi), Pi) = 0,
i~l
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m

Z := I p;Go(pJ y(pJ = O.
;=1

Choose a basis VI' V 2 , ... , Vd, of S I' Then the matrix

(Go(p;)< y(pJ, vj ) )j~ 1,2, ,d,
;~1,2, ,m

has rank d l , and consequently the linear system

j = 1, 2'00" d l , has a solution

With the aid of this solution define the element

m k

5' := I A;GO(pJ y(pJ + I ';Go(sJ y(s;).
;=1

Each element v E IR N can be represented as v = Wo+ WI + W2, where WoE Ho,
WI E H~ n SI, and W2E H~ n Sf. Using this representation, an easy
calculation shows

v <5',v)=O.
DE [RN

We can find, E IR such that all coefficients

i = 1, 2,..., m, are positive and at least one is zero. Without loss of generality
we can assume p;>O for i=I,2, ...,m l <m and p;=O for i=m l +l,
m l + 2,..., m. Thus we have

m, k

5' + TZ = I p;Go(pJ y(pJ + I ';Go(sJ y(s;).
;~I ;=1

Of course, we also have

v <5'+rz, v) =0.
DE [RN
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Now assume 80 restricted to the set

is critical. Then there exist real numbers

such that PI + P2 + ... + Pm! = 1 and

m!
z:= I Pi80(P;) y(p,) = o.

'~1

We can find i> 0 such that all coefficients
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i = 1, 2, ..., m 1, are non-negative and at least one is zero. Without loss of
generality we can assume P, > 0 for i = 1, 2, ... , m2< m 1 and Pi = 0 for
i = m 2+ 1, m 2+ 2, ..., mI' Thus we have

m, k

y+rz-iz= I Pi80(P;)Y(P,) + I ,,80(S,)
i=1

which satisfies the relation

'if <y+ rz - ii, v) = o.
V E IR N

By repeating this process, if necessary, we can assume that the restriction
of 80 to the set {PI' P2"'" Pm2}, 0 ~ m 2 < m is not critical,

The points PI' P2,"" Pm" Sl, S2,"" Sk satisfy the relation

m, k

L Pi80(P;) y(p,) + L '(,80(S,) y(s,) = 0
i=l

with Pi> 0 and ,,> O. Then we also have

m, k

L p,G(80 (P,), p;) + L 'iG(80(S,), S,) = 0,
i=l

i.e., the restriction of 80 to the set

i=1
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is critical. Then there exists eE A o such that

DOM(e) (l {SI' S2"'" sd =1= 0,

which contradicts the definition of To.
Thus, our first claim is proved, i.e., there exists v E Ht (l st, v =1= 0, such

that

V so(s)<B(s)-yo(s) C(s), v) ~O.
(eo(s),s) E Mo\To

Since vESt, we also have

V so(s)<B(s) - Yo(s) C(s), V) ~ 0.
(eo(s),s) E Mo

Define a sequence of positive real numbers (Ln) such that L n< 1, Ln~°
for n ~ co, and

belongs to U. Since VoE H o and v E Ht, we have

. Ilvn - Pvnll
SlllqJn= Ilvnll

LnIlvll
=

Ilvnll

with a suitable constant Ko> 0, qJn := qJvn' and where P denotes the projec
tion associated with H o.

For each n EN we define a real number Zn and a point (Yfn, sn) E T such
that

where rn := <B, vn)/<C, vn). (We remark that the existence of such points
(Yfn, sn) E T follows from the assumption y > 0.)
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There is an infinite subset No eN such that either

consists of a single point, say (if, ..1'), or, by compactness of T,
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has an accumulation point (if, ..1') in T. By hypothesis, we have with a
suitable constant K 1 > 0 and for all n E No the inequality

I1n(rn(sn) - x(sn)) I1n(ro(Sn) - X(SIl))
:( -..:..:.:..:.....::..:.....::.._~..:.:..:...:.

Y(l1n,Sn) Y(lJn, Sll)

'nl1n<B(sn) - ro(sn) C(sn), v)

Y(I1,,, sn)< C(sn), vn)

which implies

By continuity and since (if, ..1') E M o we have

O<KK ,;:::if<B(s)-ro(s) C(s), v)
1'-" y(if,s)<C(S),vo)

:( O. I

Following the remark after Theorem 3.3 we introduce the set

z~ :={(v,z)EZx llliill=I}.

From Theorem 4.1 we can derive the following generalization of a result of
Cheney and Loeb [6]:

THEOREM 4.2. Let (ro, zo) be a solution of MPR(x). Then condition (b)
of Theorem 4.1 is equivalent to the condition

(c) There exists a constant K j := K1(x) > 0 such that

V z~zo+Kj'dist(v,Ho);

(V,Z)EZ:

consequently condition (a) of Theorem 4.1 implies (c), and if Y(IJ, s) > 0 for
all (11, s) E T then we also have (c) => (a).
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Proof (b) = (c). Using the remark after Theorem 3.3 we have the
estimate

V z~zo+Kllvll CPv
(D,Z) E z;

~ Zo + K j Ilvll sin CPv

=zo+K j Ilv-Pvll

= Zo + K j dist(v, Ho).

(c)=(b). Choose (V,Z)EZx ' Then we have

Z~ Zo + K j dist CI~II' H o)

llv-Pvll
=zo+K j

' Ilvll

>-z +K .llv-Pvll
"" 0 j Ilvll

~zo+Kcpv' I

5. STRONG UNICITY IN THE NORMAL CASE

An element ro E V is said to be normal iff dim 2(ro) = N - 1. A function
x in L is also said to be normal iff there exists a solution (ro, zo) of
MPR(x) such that ro is normal. For each rEV we can find v E U such that

<B, v)
r=--

<C, v)
and

for some So' We denote by Z~ the set

{(v,z)EZxl <C(so),v)=l}.

If ro is normal, then dim H o= 1. This implies that there exists a unique
Vo E H o such that

and

We introduce the linear subspace
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and we denote by P: [RN ~ Ha the orthogonal projection associated with

Ha·

LEMMA 5.1. Let x be a normal point and let (va, za) E Z; be a solution
MPR(x). Suppose there exists a constant K> 0 such that

v Z - Za ~ K sin q; v'

(V,Z)EZ,

Then there exists a constant K 1 > 0 such that

\-I K 1 Ilv - vall
v z-za~ .

(V,Z)EZ: Ilvll

Proof Let (V,Z)EZ;. Then V-Va is in RN~l' Since HanRN~l = {O},
the restriction of P to RN~ 1 has norm 0 < J1 < 1. Then we have

z - Z a~ K sin q; v

K Ilv-Pvll
Ilvll

K Ilv - Va - P(v - va)11
II vII

K(l- fl) Ilv - vall
~ ---'--II--vI-I--'--'-

K1llv-vall I
Ilvll

THEOREM 5.2. Let x be a normal point and let (ra, za) be a solution
MPR(x). Then the following statements are equivalent:

(a) There exists a constant K a > 0 such that

V z~za+KaqJv'
(v,z) E Zx

(b) There exists a constant K b > 0 such that

V Z~Za+Kb Ilr-rall oo '

(r,z) E V x

(c) For each p > 0 there exists a constant K p > 0 such that

V z~za+Kp Ilv-vall·
(v,z) E Z;
IIvll ";p
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Proof (a)=> (c). By Lemma 5.1 there exists a constant K>O such that

\-I Kllv-voll
v z~zo+ ,

(v,z) E z; II v II

which implies (c).

(c) => (b). Assume by contradiction:

where rn=<B,vn)/<C,vn). We can assume that (Vn,Zn)EZ~ and
vn/llvnll ~ v.

We claim that II r n - roll 00 is bounded. In fact, since

V Ilyllooz~1](r(s)-x(s))
(ry,S)E T

it follows that

We have

which implies

consequently

Z ~ Ilr - xii oo/Ilyll 00' (*)

which implies that (zn) is bounded and, by (*), that Ilrn-roll oo is also
bounded. It follows that Zn ~ Zoo

We claim that also the sequence (1Ivnll) is bounded. If not, then we have

<C(so), v) = o.

Choose a r > 0 such that Vo+ rv E U and introduce the abbreviation Wn :=
vn/llvnll. Then we have for each n E Nand (1], s) E T:
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'1 «B(S), vo+rwn>-X(S»)
<C(s), Vo + rWn >

= '1 <C(s), VO> [<B(S)' VO> -X(S)]
<C(S), VO+!Wn> <C(S), VO>

+ '1r <C(S), W n> [<B(S), W n>-X(S)]
<C(S), VO+rwn> <C(S), W n>

<C(S),ZOVO+znrwn> ( )
~ Y 11, S .

<C(S), VO+rwn>

For n ~ 00 we obtain

«
B(S),vo+rv> (») ()11 -xs ~zoY'1,s.

<C(s), vo+rv>
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Consequently (vo+ rv, zo) is also a solution of MPR(x), which belongs to
Z;. From (c) we conclude

which leads to v= 0, contradicting Ilvll = 1. Consequently, the sequence
(1Ivnll) is bounded.

By hypothesis there exists a suitable constant K>°such that

which implies Vn~ vo. Thus, there exists an p > 0 and an no EN such that

n~no SES

So we have
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which implies
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For n ~ 00 we obtain 1 :( 0, which is impossible.

(b)~(a). Since for all wERN _ 1\{0} we have

II<B-roC, w>lloo >0,

there exists an a >°such that

V II <B- roc' w>11 00 ~ allwll·
WERN-l

Let (v, z) E Zx and r := <B, v >/< c, v>. Then we have

Il r- II :>-11<B-roC, v-vo>lloo
ro 00 C/ IICII 00 '11vll

allv-voll
~ "'--11C=II-oo"'--IIv"'--II

a Ilv - voll + Ilv - voll
2 II CII 00 II v II

a Ilv - Vo- P(v - vo)11
~211C11oo ·---llv-II--

a Ilv-Pvll

2 II CII 00 II v II

a . K
211C11oo sm<flv~ <flv'

where K>°is a suitable constant. The last inequality and (b) imply

THEOREM 5.3. Let x be a normal point and let (ro, zo) be a solution of
MPR(x). Consider the following conditions:
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(a) There exist points s i E So, i = 1, 2,..., N - 1, such that the vectors

i = 1, 2,..., N - 1, are linearly independent.

(b) There exists a constant K:= K(x) > 0 such that

v z ~ z +K Ilr- roll 00'

(r,z) E Vx

Then (a) => (b). Moreover, if Y(1], s) >°for all ('1, s) E T then we also have
(b) => (a).

Proof The theorem follows from Theorems 4.1 and 5.2. I

It is clear that we have a similar result for the local strong uniqueness in
the parameter space using condition (c) of Theorem 5.2.

In the linear case (compare Section 3) we have !l'(r) = V for all rEV. So
the condition (a) of Theorem 5.3 reads:

There exist points SiE So, i= 1, 2,..., 1:= dim V such that the vectors

i = 1, 2, ..., I are linearly independent.

6. SOME REMARKS

In Theorems 3.2 and 3.3 the signature £0 cannot be replaced by 1':0 as the
following example shows.

EXAMPLE 6.1. Let S=[~I,I], Y(1],s)=I, and V:=span(g), where
g(s) = s for s E S. Define a function x E C(S) by

x(s) := 1

:= l-s2

if 0<s::::;1

if -1::::; s::::; O.

Then the function go(s) = °defines a solution of the minimization problem
MPR(x). We have

M o= {(-I, S)E TI SE [0, I]);

F o={(-I,O)},

Ho= V(l':o) = {(O, v2)ElI~21 V2E IR};

640/46/4-4
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If the statement (a) of Theorem 3.3 would be true for 8 0 instead of 80 ,

then for r(s) = s we would have

0= min s= min -l(O-s)
SE [0,1] SE [0,1]

~ -KI c,ov(80 ) < O.

This example also shows that ''c,02-strong uniqueness" does not imply
strong uniqueness. With the abbreviation a := VdV2 we have

a2

Ilx - agll 00 - Ilxll 00 = 4" if aE [0, 2J

=a-l if a~2

= -a if a ~O.

Since we have

IT
smc,ov=V~'

we can find a constant K> 0 such that

hence go = 0 is a ''c,02-strongly unique" solution of MPR(x).
But there does not exist a constant Ko> 0 such that

Otherwise we would have

a2
• Klal

Ilx-agll oo -llx I1 00 =-4 ~Ksm c,o= ~'
v 1+a2

for all a E [0, 2J. This implies

J1=t7'la l
4 ~K

for all a E [0, 2J, which is impossible. Hence go is not a strongly unique
solution of MPR(x). Of course, we could also have derived this result from
Theorem 4.1. I
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The next example shows that the condition y(rj, s) >°is necessary for
proving the implication (b) => (a) of Theorem 4.1.

EXAMPLE 6.2. Let S= [0, IJ, y(l], s) = (l-ry)/2, and V:= span(g),
where g(s)=s for each SES. Define a function XEC(S) by X(S)=S2 for
each SE S.

Then (0,1) is a solution of MPR(x). We have

M °= {(1, 0), ( - 1, I)}

and

Fo={(I,O)}.

So condition (a) of Theorem 4.1 is not satisfied.
Since each feasible point (v, z) satisfies the inequality 0: := VI /v 2 ~ 0, we

have

Z-Zo= Ilx-aglloo-llxlloo

=1-a-l

= -a = lal II gil,

i.e., (0, 1) is a strongly unique solution of MPR(x).

In the linear case we can replace the condition Y(IJ, s) > 0 in the
implication (b) => (a) of Theorem 4.1 by another one. Define the sets

S+ :={sESly(l,s)=O},

S- :={sESly(-l,s)=O},

T+ := {I} x S+, and T- := {-1 } x S-. Then we have:

THEOREM 6.3. Assume that there exists a function g E V such that
g(s»O on S+ and g(s)<O on S-. Let (go,zo) be a solution of MPL(x).

If there exists a constant K> 0 such that

V z-zo~Kllg-golloo,
(g,Z)E Vx

then the condition (a) of Theorem 4.1 is fulfilled.

Proof There exists an open set W containing T+ u r- such that
I]g(s) >0 for each (I],S)E W. Let [3>0 be such that Y(I],s)~[3>O for all

640/46/4.4'"
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(1], s) in the compact set T\ Wand choose oc > 0 so small that f3 > oc II gil 00'

Then

'7(1], s) := Y(1], s) + OC1]g(s)

is positive in T.
Now we consider the transformed minimization problem TMPL(x).

Minimize p( g, z) := z

subject to

'if 1](g(s)-x(s)) <Y(1], s)z.
(~,S)E r

Then (g, z) is a feasible point of MPL(x) iff (g + oczg, z) is a feasible
point of TMPL(x). This implies that (g, z) is a solution of MPL(x) iff
(g + oczg, z) is a solution of TMPL(x). To prove the theorem, it suffices to
prove that

is a strongly unique solution of TMPL(x).
Let (g, z) be a feasible point of TMPL(x), where g = g + oczg with

(y, z) E Vx ' Then we have

II g- goll 00 < II g- goll 00 + (z - zo) Ilocgll oo

< K(z - zo) + (z - zo) Ilocgll 00

=: Ko(z-zo)· I

For the linear one-sided cases, i.e., Y(1],s)=(1+1])/2 (resp·Y(1],s)=
(1-1])/2), we have s~ = Sand S+ = 0 (resp. S+ = Sand S- = 0). Then
we have the following:

COROLLARY 6.4. Assume there exists a positive function in V. Then
(go, zo) is a strongly unique solution ofMPL(x) iff condition (a) of Theorem
4.1 is fulfilled. I

REFERENCES

1. B. BROSOWSKI, Uber Tschebyscheffsche Approximation mit verallgemeinerten rationalen
Funktionen, Math. Z. 90 (1965), 140-151.

2. B. BROSOWSKI, A refinement of the Kolmogorov-criterion, in "Constructive Function
Theory '81," pp.241-247, Publishing House of the Bulgarian Academy of Sciences, Sofia,
1983.



STRONG UNIQUENESS 373

3. B. BROSOWSKI AND C. GUERREIRO, On the characterization of a set of optimal points and
some applications, in "Approximation and Optimization in Mathematical Physics," (B.
Brosowski and E. Martensen, Eds.), pp.141-174, Verlag Peter Lang, Frankfurt (M) and
Bern, 1983.

4. E. W. CHENEY, Approximation by generalized rational functions, in "Approximation of
Functions," (H. L. Garabedian, Ed.), pp.101-110, Elsevier, Amsterdam/LondonfNew
York, 1965.

5. E. W. CHENEY AND H. L. LOEB, Generalized rational approximation, J. SIAM Numer.
Anal. Ser. B, 1 (1964), 11-25.

6. E. W. CHENEY AND H. L. LOEB, On the continuity of rational approximation operators,
Arch. Rational Mech. Anal. 21 (1966), 391-401.

7. R. HETTICH AND P. ZENCKE, "Numerische Methoden der Approximation und semi
infiniten Optimierung," Teubner, Stuttgart, 1982.

8. H. L. LOIiR, Approximation by generalized rationals, J. SIAM Numer. Anal. 3 (1966),
34-55.

9. H. L. LOEB AND D. G. MOURSUND, Continuity of the best approximation operator for
restricted range approximations, J. Approx. Theory 1 (1968),391-400.

10. G. D. TAYLOR, Approximation by functions having restricted ranges: Equality case,
Numer. Math. 14 (1969), 71~78.


